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Abstract—In this paper, we consider the time-varying
characteristics of practical wireless networks, and propose
a joint dynamic rate allocation and transmission scheduling
optimization scheme for scalable video multirate multicast based
on opportunistic routing (OR) and network coding. With OR,
the decision of optimal routes for scalable video coding layered
streaming is integrated into the joint optimization formulation.
The network throughput is also increased by taking advantage
of the broadcast nature of the wireless shared medium and by
network coding operations in intermediate nodes. To maximize
the overall video reception quality among all destinations, the
proposed scheme can jointly optimize the video reception rate,
the associated routes to different destinations, and the time
fraction scheduling of transmitter sets that are concurrently
transmitting in the shared wireless medium. By using dual
decomposition and primal-dual update approach, we develop a
cross-layer algorithm in a fully distributed manner. Simulation
results demonstrate significant network multicast throughput
improvement and adaptation to dynamic network changes relative
to existing optimization schemes.

Index Terms—Dynamic rate allocation, multirate multicast,
network coding, opportunistic routing, scalable video coding.

I. INTRODUCTION

W ITH the extensive growth of global mobile data traffic
and the widespread use of smart devices, wireless video
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streaming has experienced extensive growth in the last decades
and been utilized for a wide range of applications, such as mobile
video services. According to Cisco visual networking index [1],
mobile video traffic took more than 50 percent of the total traffic
by the end of 2014, and will increase to nearly three-fourths of
the world’s mobile data traffic by 2019. However, transmitting
video streams via wireless networks with guaranteed quality of
service (QoS) metrics is still a challenging problem since the
wireless channels are time-varying and error-prone with respect
to wired transmissions. Multirate multicast for scalable video
streams, as an important method for video content distribution
over wireline networks, can benefit the overall network utility
by adapting to different user requirements and heterogeneous
network conditions [2]. A scalable video coding (SVC) stream
comprising a base layer and one or multiple enhancement layers
with a flexible multi-dimension layer structure, provides various
operating points in spatial resolution, temporal frame rate, and
video reconstruction quality. Multirate multicast allows differ-
ent SVC layers to be delivered in different IP multicast groups
and subscribed by heterogeneous receivers with different com-
putation/communication resources and capabilities. As will be
discussed in detail in Section I-A, due to the unique features
of wireless multi-hop networks, such as the lossy behavior, the
contention and interference among links, and the time-varying
characteristics, designing an efficient and reliable SVC multirate
multicast scheme for wireless networks is not a straightforward
extension from the schemes designed for wireline networks.

A. Related Work

Traditional optimization based rate control schemes for mul-
tirate multicast in general networks have been proposed in
literature [3]–[6], and often formulated as a network utility
maximization (NUM) problem with distributed implementa-
tion that maximizes the total receiver utility for all multirate
multicast sessions. As multirate multicast applications in scal-
able video streaming, several resource rate and network flow
control schemes [7], [8], [9] adopted video reception quality
as destination’s utility and attempted to maximize the overall
video reception quality for all destinations and all SVC video
layers, while satisfying SVC layer dependency and network ca-
pacity constraints. In [10], random linear coding was designed
as an efficient solution for scalable video multicast over one hop
transmission. Thomos et al. in [11] jointly investigated network
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coding and scalable video coding for efficient multicast over
multi-hop networks, and designed a distributed receiver-driven
streaming solution. Similarly, a resource allocation scheme was
proposed in [12] to support scalable video multicast for WiMAX
relay networks.

These schemes, although proved to have optimal or near opti-
mal performance, suffer from two major limitations. First, they
are based on the assumption that network characteristics (e.g.,
topology, link capacity, etc.) are static and do not change over
time. For example, Yan et al. in [5] supposed that the capacity
of each link is fixed and given in the optimization formula-
tion, while the packet reception rate in [9] was assumed to be a
given and constant value for each wireless link. Second, one or
multiple routes between each source-destination pair have to be
predefined before the optimization scheme operates. For exam-
ple, in [7] and [9], the candidate path set from the source node to
all the destination nodes were predefined and denoted by a fixed
link-route matrix. In practical wireless networks, however, these
two assumptions would lead to infeasible or poor performance
since the wireless channel is time-varying by nature, and the as-
sociated wireless channel state changes over time frequently. For
example, the wireless node’s movement, or the rate decrease (or
even link failure) of an incoming wireless link to the destination
node may cause the original optimal solution to be infeasible
and previously obtained maximum network utility unreachable.
In addition, it would also be impractical and costly to deter-
mine the routes whenever the network change occurs, since the
shortest paths may not be the optimal due to flow congestion
in practical networks and the total number of possible paths
between a source-destination pair would increase exponentially
with the scale of the network. Therefore, the scalable video mul-
tirate multicast problems over time-varying wireless networks
are still technical challenges that require further investigation
to capture the temporal dynamics in practice. To this end, the
distributed robust algorithm in [9] tried to enhance the robust-
ness of NUM formulation by reserving partial bandwidth for
several backup paths in case of possible link failures of primary
paths, and by introducing an uncertainty set of the wireless
medium capacity to represent the uncertain and time-varying
property of the wireless channel. However, the limitation of this
work is that either the primal paths or the backup paths between
each source-destination pair have to be predefined and will not
change before the optimization scheme operates, which might
not work well in the dynamic networks with the frequent change
of routes. Furthermore, in order to obtain a tradeoff between
optimization performance and robustness, it has to sacrifice net-
work throughput to protect from infeasible solution caused by
dynamic network changes.

In order to efficiently deal with time-varying wireless chan-
nels and imperative needs for dynamic routing, opportunistic
routing (OR) approaches have been investigated in [13]–[16],
to exploit the broadcast nature and the spatial diversity of
the wireless shared medium. Compared to traditional routing
which specifies only one forwarding candidate for a transmitter,
involving multiple forwarding candidates by OR could com-
bine multiple weak links into one strong link, and increase the
probability of at least one next-hop node having successfully

received the packets. Such increase of packet forwarding suc-
cess probability within one wireless transmission decreases the
probability for retransmission, which in turn enhances the net-
work throughput [13], [14]. Zeng et al. in [15], [16] proved
that with opportunistic routing, the end-to-end throughput can
be significantly improved in multirate and multi-hop wireless
networks compared to the traditional routing. Another advan-
tage of OR is that the routes for a packet between any source-
destination pair are not required to be specified in advance. On
the contrary, the next-hop forwarder is determined for a packet
at the transmitter node on the fly based on OR strategy, and
thus the route is also dynamic. However, to avoid duplicated
transmission of one packet, a specific design on the MAC pro-
tocol is required for these schemes to ensure the coordination
of nodes in the forwarder set and to specify which one of them
should forward the packet that has been received by multiple
nodes. It is also difficult to extend these existing opportunis-
tic routing approaches from the unicast case to the multicast
case, since the availability of multiple destinations in a mul-
ticast tree may make the MAC protocol design much more
complicated.

To eliminate the shortcomings incurred by tying MAC with
opportunistic routing, network coding is applied to significantly
simplify the design of opportunistic routing protocols and result
in substantial throughput gains compared with non-coding based
protocols, and several network coding-based opportunistic rout-
ing schemes were proposed in [17]–[22]. With network coding,
both the source node and the relay nodes will randomly mix the
packets that have been received before forwarding them. Such
random linear coding operation at each node ensures that, dif-
ferent forwarder nodes that may have received the same packet
could still send linearly independent coded packet with high
probability. In [18] and [19], the coding-aware opportunistic
routing protocol that combines hop-by-hop opportunistic for-
warding and localized inter-flow network coding was proposed
for improving the throughput performance of wireless mesh net-
works. In [20] and [21], the network coding-based opportunistic
routing approach was investigated for the unicast case, where
significant throughput gain is demonstrated over traditional op-
portunistic routing schemes. As an extension to multiple flows,
[21] suggested an optimization framework based on network
utility maximization, by defining the link rate constraints per
broadcast region instead of links in isolation. Khreishah et al.
in [22] addressed the multicast scenario by jointly consider-
ing link loss rate, correlation among links and reachability of
nodes. However, they neglect the characteristic of wireless link
contention and interference, which makes the wireless trans-
mission scheduling a critical problem that would affect the per-
formance of the wireless streaming. In addition, these works
were mainly designed for the general data flows without any
priority. However, in the scalable video streaming applications,
the transmission failure of lower layer video packets would be
propagated to the higher layers and greatly impact the decoding
of the higher layers of the scalable video. Therefore, the de-
coding process of the higher layers is highly dependent on the
lower layers, and different priority has to be assigned for each
scalable video layer.
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B. Proposed Research and Paper Organization

To address the challenges of scalable video multirate mul-
ticast over time-varying wireless networks, in this paper, we
are motivated by the network coding based opportunistic rout-
ing, and incorporate the multi-period formulation of dynamic
network utility maximization to formulate a joint dynamic rate
allocation, transmission scheduling, and opportunistic routing
optimization for scalable video multirate multicast based on
network coding. With the dynamic channel information of wire-
less links either known or predicted, the proposed scheme can
jointly optimize the video reception rate, the associated routes
to destinations, and the time fraction scheduling of transmitter
sets that are concurrently transmitting in the shared wireless
medium. For practical implementation, we develop a fully dis-
tributed algorithm to solve the joint rate allocation, link rout-
ing and transmission scheduling problem. Extensive simulation
results show that significant network multicast throughput im-
provement and adaptation to dynamic network changes can be
achieved compared to existing optimization schemes. The main
contribution of this paper is as follows: 1) Different from ex-
isting NUM-based scalable video multirate multicast schemes,
this work takes node mobility and time-varying channel state
into account, where a packet’s actual route between the source
and destination pair is determined on the fly based on network
coding and opportunistic routing, so as to deal with the time-
varying unreliable transmissions and to increase the successful
transmission probability. 2) The multi-period formulation of
dynamic network utility maximization is incorporated with the
transmission conflict graph to formulate a joint dynamic rate
allocation, transmission scheduling, and opportunistic routing
optimization problem P1. 3) Different from a simple extension
to directly applying network coding-based opportunistic routing
to the scalable video streaming, the SVC layer dependency con-
straint is jointly considered with the network coding-based rout-
ing to ensure that each destination node subscribes to the video
layers in an incremental order. 4) In order for a destination node
to meet the SVC decoding requirement and successfully recover
a video layer, there is another requirement on the total amount
of information belonging to that layer delivered through the op-
portunistic routes to the destination over the entire transmission
time interval. Such QoS requirement over the time interval can
also be viewed as an SVC video delivery contract that couples
the reception rate of each destination node across time and is
promised by the proposed scheme. 5) We develop a stochastic
dynamic version of the problem P1 in P2, by using the finite
state Markov channel (FSMC) model with consideration of node
mobility. In P2, the channel state information of the future time
slots is unknown and only predicted based on previous and cur-
rent channel state information. The resulting performance after
solving P1 can be treated as the theoretical upper bound for the
stochastic dynamic problem P2 with imperfect channel state
information.

The rest of this paper is organized as follows. Section II
gives system models. In Section III, we formulate a joint
dynamic rate allocation and transmission scheduling problem
based on both OR and network coding, and further develop a

stochastic dynamic problem by using the FSMC model for pre-
diction. Section IV develops a distributed cross-layer algorithm
with implementation details. Simulation results are shown and
analyzed in Section V. Section VI concludes this paper.

II. SYSTEM MODELS

A. Wireless Network Under Time-Varying Channels

Consider the scalable video streaming over a wireless network
with all wireless nodes randomly placed on a plane. We model
such wireless network as a directed graph G = (V,E), where
V is the set of wireless nodes and E is the set of wireless links.
Alternatively, the node set V can be viewed as the union of three
subsets, i.e., V = {s} ∪N ∪D, where s represents the single
video source node, N denotes the set of relay nodes, and D is
the set of destination nodes, respectively. By utilizing scalable
video coding, the video stream is encoded at the source node s,
and then multicasted to all the destination nodes via multi-hop
wireless nodes with network coding and opportunistic routing.

In a practical wireless network, the channel state between
two nodes might frequently change (e.g., link failures or link
fluctuations) due to node mobility and wireless channel fad-
ing [23]. In accordance with the time-varying characteristics
of wireless links, we assume that within the entire period of
scalable video streaming, time is slotted with slots normalized
to integral units t ∈ T = {1, 2, . . . T}, and channels hold their
states within the duration of a time slot [24]. Such time-varying
channel state information (CSI) can be captured either through
direct measurement (if the duration of a time slot is sufficiently
long compared with the required measurement time), or through
the combination of measurement and channel state prediction.
Since the time domain is discretized and t can only take some
discrete values, throughout the paper, for any variable x and a
given discrete-time slot t ∈ T , we denote x(t) as the discrete-
time variable at time slot t.

At time slot t, each node i (i ∈ {s} ∪N ) can broadcast
data packets to its neighboring nodes with capacity Ci . Denote
p(i,j )(t) as the packet reception ratio (PRR) from transmitting
node i to receiving node j through link l = (i, j), then a di-
rected link (i, j) exists if and only if p(i,j )(t) is larger than a
positive PRR threshold ptd [15], [16]. Alternatively, let dist(i,j )
denote the Euclidean distance between nodes i and j, then there
is a usable directed link (i, j) when dist(i,j ) < Dt , where the
effective transmission range Dt is defined as the maximum al-
lowable sender-receiver distance at which the PRR equals to the
threshold ptd .

B. Rate Allocation for Scalable Video Multirate Multicast

According to [7], the aggregate throughput for a multicast
over heterogeneous destinations may be improved by provid-
ing multirate to the destinations. Layered data multicast, as a
commonly used multirate approach, could benefit such aggre-
gate throughput by adding data layers to destination nodes with
higher min-cut so as to further utilize the available capacity. In
this work, the multirate multicast for scalable video streaming is
considered as a layered multicast with the transmission of each
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video layer corresponding to a sperate multicast session. Specif-
ically, assume that an SVC source video stream is encoded as
a set of M layers {L1 , L2 , . . . , LM } with predefined encod-
ing rate for each layer, and then multicast to the destination
node set D via the wireless network. The transmission of each
video layer m corresponds to a multicast session m through the
network.

To study the multicast transmission’s impact on the video
quality of each individual user, the encoding/decoding depen-
dency among different SVC layers should be taken into account,
which indicates that, within the multiple multicast sessions of
different video layers, different priority has to be assigned to
each multicast session according to its importance. Specifically,
since the failure of the transmission of lower layer video pack-
ets would be propagated to the higher layers and greatly impact
the decoding of the higher layers of the scalable video, the de-
coding process of the higher layers is highly dependent on the
lower layers. For each individual destination node, in order to
achieve the best video quality, it is supposed to join as many
SVC multicast sessions as possible (or, to be allocated with a
reception rate that supports receiving as many SVC video layers
as possible) constrained by its capacity in an incremental order,
since layerm+ 1 is only decodable with the existence and suc-
cessful decoding of all the previous layers 1 to m. Therefore,
the SVC layer dependency constraint as proposed in [9] is taken
into account in this paper to guarantee that a higher priority is
assigned to the multicast session of more important layers.

Also, we introduce a tolerable rate region [rmmin , r
m
max] and

suppose that each layer m is distributed over a multicast ses-
sion at a variable transmission rate chosen from that rate region.
Technically, the upper bound rmmax and the lower bound rmmin
are specified as a confidence interval of the transmission rate in
layer m. Therefore, for each layer, the achievable transmission
rate is extended from a single encoding rate point to a tolerable
rate region, which would lead to adaptation to network fluctu-
ation and a broader feasible region for the corresponding SVC
multirate multicast problem. Let Rmd(t) represent the received
rate by destination node d for video layer m at time slot t,
then, according to [9], the SVC encoding/decoding constraint is
proposed as follows:

[ T∑
t=1

Rmd(t) · ΔT
]
·
[ T∑
t=1

Rmd(t) · ΔT − rmmin · T · ΔT
]

·
[ T∑
t=1

Rmd(t) · ΔT − rmmax · T · ΔT
]
≤ 0, ∀m, d, (1)

where ΔT denotes the duration of a time slot. Since Rmd(t) is
nonnegative, constraint (1) indicates that a video layer is either
not subscribed with zero rate, or received by a destination node
with a sufficient amount of information for that video layer.
Together with constraint (1), the aforementioned SVC layer
dependency constraint is guaranteed and given by [9]:∑T

t=1 R
(m+1)d(t) · ΔT

r
(m+1)
max · T · ΔT

≤
∑T

t=1 R
md(t) · ΔT

rmmin · T · ΔT , ∀m, d. (2)

From the perspective of application-layer QoS, to accurately
measure the satisfaction perceived by a destination node, the

following rate-distortion (RD) model in [25] is adopted as the
utility for video applications:

De(Re) =
θ

Re −R0
+D0 , (3)

where De is the distortion of the encoded video sequence and
Re is the encoding rate. The remaining variables, θ,R0 andD0 ,
are the parameters of the RD model, which depend on the actual
video content and are estimated from empirical rate distortion
curves using regression techniques.

At time slot t, we associate withRmd(t) a strictly increasing,
differentiable and concave utility function U(Rmd(t)). Within
the context of SVC [9], this utility function is defined as the
QoS improvement in the form of distortion decrement when
destination node d successfully receives and decodes layer m:

U(Rmd(t)) = −
[
De

( m∑
τ=1

Rτ d(t)
)
−De

(m−1∑
τ=1

Rτ d(t)
)]
.

(4)

C. Network Coding-Based Opportunistic Routing

In order to efficiently cope with time-varying channels and
unreliable transmissions, opportunistic routing [14] has been
proposed to achieve high throughput for wireless networks. In
opportunistic routing, one wireless packet transmission origi-
nated from a transmitter can be overheard by multiple neigh-
bors within its effective transmission range. Since there is no
specific next-hop node, any node that successfully receives the
packet can potentially forward it. In this paper, we adopt the
geographic opportunistic routing protocols [13], [16], [47] and
select the set of nodes that overhear the transmission and are
closer to the destination as the forwarder set to participate in
the local opportunistic forwarding. The reason why we choose
the geographical distance as the metric to determine the relay
forwarder set and to assign corresponding relay priorities is as
follows. First, the geographical distance is one of the most com-
monly used metrics in opportunistic routing protocols, since the
geographic OR can help overcome the lack of infrastructure in
wireless networks and adapt to its frequently varying topolo-
gies [47]. In addition, the performance evaluation in [13] shows
that the geographic OR achieves a very close performance (in
terms of the average number of hops to reach a destination)
to that of the idealized scheme, where the best relay is always
selected. It is also proved in [16] that by giving higher relay
priorities to the candidate nodes closer to the destination, the
opportunistic routing procedure can achieve the maximum ex-
pected advancement rate (EAR). The physical meaning of EAR
is the expected bit advancement per second towards the destina-
tion when the packet is forwarded by further taking into account
the link state information. Both the smaller average number of
hops and the higher EAR could result in an overall lower end-
to-end delay experienced by the packets, which is thus suitable
for video applications. However, a difficulty is also introduced
by opportunistic routing. That is, more than one node in the
forwarder set may receive a packet and unnecessarily forward
the same packet. To avoid such duplication, a specific design
on the MAC protocol is required to guarantee the coordination
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Fig. 1. (a) Basic module of opportunistic routing, where at time slot t node s
is forwarding a packet to destination nodes d1 ∼ d3 with forwarder candidate
set Fs (t) = {n1 , n2 , n3}, and (b) the transmitter conflict graph.

of nodes in the forwarder set and to specify which one of them
should forward the packet that has been received by multiple
nodes.

To make the idea clear, illustrated in Fig. 1(a) is the basic mod-
ule of opportunistic routing. Suppose that at time slot t, node
s is multicasting three packets, denoted by P1 , P2 and P3 , to
destination nodes d1 ∼ d3 .All the next-hop neighbors n1 ∼ n6
within the effective transmission range of node s can overhear
these packets. Based on the geographic opportunistic routing,
however, only nodes {n1 , n2 , n3} are chosen as the forwarder
set Fs(t), since they are geographically closer to the destina-
tion nodes than node s. In Fig. 1(a), we further set the packet
reception ratio of the link connecting s to each node within
Fs(t) to 2/3. Since wireless receptions at different receiving
nodes are highly independent [26], [27], we assume that after
three transmissions each node receives the packets as indicated
in Fig. 1(a), i.e., n1 receives P1 and P2 , n2 receives P1 and P3 ,
and n3 receives P2 and P3 .

Next, the packets received by nodes {n1 , n2 , n3} will be
further forwarded and multicast to the three destination nodes.
We first take destination node d2 as an example and illustrate
how the traditional opportunistic unicast routing scheme works
for the packet forwarding from the relay nodes to this destination
node. Considering the reachability to d2 of relay nodes in Fs(t),
both nodes n2 and n3 need to forward the packets they received
to d2 . Without coordination, both nodes want to forward packet
P3 , which may cause the chance of duplicated reception of P3 at
d2 . Therefore, traditional opportunistic routing assigns ordered
relay priorities to nodes n2 and n3 based on their distances
to destination d2 . If the same packet is received by more than
one node, then only one of them will continue forwarding the
received packet according to their relay priorities. In this case,
the relay priority of n2 is higher than that of n3 since n2 is
closer to d2 . Therefore, if node n2 has correctly received the
packet, it is arranged to forward the packet towards d2 while
the remaining node n3 avoids duplicate forwarding. Otherwise,
node n3 is assigned to forward the packet if it has received the
packet successfully. In this way, node n2 would forward both
received packets, P1 and P3 , to d2 , while n3 only transmits
P2 . The same forwarder set selection and prioritization criteria
can also be applied to the other two destination nodes so as to
extend to the multicast case. However, it should be noted that

the shortcoming of opportunistic routing is that, a specific MAC
protocol is required to determine and leverage the selection of
forwarder nodes and the coordination among them [17], [22].
Another disadvantage is the difficulty of the extension from
the unicast case to the multicast case, since the availability of
multiple destinations in a multicast tree may make such MAC
protocol design much more complicated.

In contrast, by using network coding that allows relay nodes to
perform algebraic operations on the received packets, these two
disadvantages of opportunistic routing can be eliminated [17],
[22]. For example, instead of forwarding the original source
packets, n1 may send coded packet P1 + P2 to d1 , and n3 may
send coded packet P2 + P3 to d2 and d3 , while n2 is still trans-
mitting P1 and P3 . Then, P1 , P2 and P3 can be successfully
recovered by all the three destinations with network coding ap-
plied in the multicast scenario. The advantage of integrating
opportunistic routing with network coding is that the destina-
tions no longer need to receive specifically all the original source
packets, but can receive any K (suppose the number of original
packets is K) linearly independent coded packets and recover
the original packets. Since we do not insist on receiving specific
packets, we are no longer bothered by the problem of designing
a MAC protocol.

In this paper, network coding-based multicast opportunistic
routing is utilized to deal with time-varying unreliable transmis-
sions as well as to achieve high multicast throughput. In order to
reach the optimal throughput of the shared wireless network, an
intuitive way to multicast multiple SVC layers through that net-
work is inter-session network coding where coding operations
are performed across layers. However, integrating data packets
from multiple layers makes it difficult for destination nodes that
only receive partial layers to recover the original data packets.
Therefore, in this work, we adopt intra-session network cod-
ing [28] and only allow data packets from the same layer to
be combined and coded. Specifically, the source node s keeps
sending multiple flows of coded packets corresponding to differ-
ent layers of the encoded SVC stream. Upon receiving a coded
packet for a specific layer, each relay node would check whether
this coded packet is linearly independent from the packets that
have been previously received. If so, the relay node keeps this
coded packet as an innovative packet, generates a random linear
combination of the coded packets it has heard from the same
layer, and broadcasts it. Otherwise, this packet is considered as
non-innovative and thus dropped.

Defining gmd
(i,j )(t) as the virtual information flow rate for des-

tination node d within multicast session m at time slot t, we
have the following information flow conservation condition:

∑
j :(i,j )∈E

gmd
(i,j )(t) −

∑
j :(j,i)∈E

gmd
(j,i)(t) = σmd

i (t), ∀m, d, i, t,

(5)

σmd
i (t) =

⎧⎪⎨
⎪⎩
Rmd(t), for i = s;
−Rmd(t), for i = d;
0, otherwise.

(6)

Meanwhile, by being coded together with intra-session network
coding, flows to different destination nodes of a specific SVC
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video layer are able to share the network capacity. Such flow
sharing property requires the actual physical flow on each link
to be the maximum of the individual destinations’ virtual in-
formation flows, which leads to the following network coding
constraint as in [4], [6]:

gmd
(i,j )(t) ≤ fm(i,j )(t), ∀m, d, (i, j), t, (7)

where fm(i,j )(t) denote the actual physical flow rate of layer m
forwarded from node i to node j.

In addition, with network coding-based opportunistic routing,
if a packet is overheard by multiple next-hop nodes which are
able to reach a specific destination node d, only one of them can
actually forward this packet through increasing its correspond-
ing physical rate. According to [21], [22], the following feasible
physical flow rate constraint is proposed for each broadcast
region:

∑
j∈J

M∑
m=1

fm(i,j )(t) ≤ C(i,J )(t), ∀J ⊆ Fi(t), i, t, (8)

where Fi(t) denotes the set of candidate next-hop nodes of i
which comprises all the nodes that are geographically closer
to the destinations than node i, J is a subset of Fi(t), hyper-
edge (i, J) represents the broadcast region of links from node
i to each node within J , and C(i,J )(t) is the effective trans-
mission rate of packets that can be actually delivered from
node i to any of the nodes in J . To better illustrate the idea
of this effective transmission rate of a broadcast region (i, J),
we consider again the example in Fig. 1(a). For example, des-
tination d1 is reachable from both nodes n1 and n2 . We ac-
cordingly assume that J = (n1 , n2) and that source node s has
sentK randomly coded innovative packets, then both n1 and n2
would receive (2/3) ·K linearly independent packets. Due to
the independence of the links associated with these two nodes,
2/3 × 2/3 = 4/9 of the K coded innovative packets will be
received by both nodes, while 2/3 × (1 − 2/3) = 2/9 of theK
coded innovative packets will be received by node n1 (or n2) but
not received by node n2 (or n1). Therefore, the total innovative
packets that should be further forwarded by either node n1 or
n2 cannot exceed (4/9 + 2/9 + 2/9) ·K = (8/9) ·K, which
is the effective transmission capacity of the broadcast region
(s, J = {n1 , n2}).

D. Wireless Transmission Scheduling

1) Transmitter Conflict and Concurrent Transmitter Sets: In
wireless networks, the throughput of a wireless link is interre-
lated and affected by adjacent wireless links because of wire-
less link contention and interference in the shared transmission
medium. The physical model and the protocol model [29], [30]
are two interference models widely used to define the conditions
for a successful transmission. Although the physical model is
considered as a more realistic and accurate model for the real
system, the corresponding signal-to-inference ratio (SINR) cal-
culation is a non-convex function with respect to the transmis-
sion power, which might lead to high computational complexity
in solving a capacity related optimization problem [31]. To cir-
cumvent the complexity issue, the protocol interference model

has been widely adopted in the wireless networking research
community. For example, several recent studies have confirmed
that insights and solutions based on the protocol model are ad-
equate in many application scenarios under rather general con-
ditions [32], [33]. Specifically, the recent study in [32] presents
how to properly set the interference range in the protocol model
such that the protocol model can offer comparable results as
those under the physical model through narrowing the solu-
tion gap between these two models. Therefore, in this paper,
we take the protocol interference model into account. A typical
protocol model [29] takes the location information of wire-
less nodes into consideration and proposes the following two
conditions for a successful wireless transmission between the
sender-receiver pair: 1) The intended recipient locates in the ef-
fective transmission range of the sender; and 2) Any other node
in the carrier sensing range of the receiver is not transmitting
simultaneously.

Under the protocol model, two or more wireless links will
interfere with each other and thus have a conflict when they
are not able to make successful transmissions at the same time.
Considering the broadcast nature in opportunistic routing, we
extend from the link conflict and further define the transmitter
conflict as two or more transmitters that cannot be transmitting
simultaneously due to the conflict among links to their asso-
ciated forwarding candidates. To better understand the conflict
relationship between transmitters and their associated forward-
ing candidates for opportunistic routing [15], [16], we construct
an illustrative transmitter conflict graph in Fig. 1(b), with the
original network topology shown in Fig. 1(a). Suppose that in
the original network topology, source node s is multicasting
SVC packets to three destination nodes d1 ∼ d3 , via three re-
lay nodes n1 ∼ n3 . With opportunistic routing, nodes s, n1 , n2
and n3 can be selected as transmitters or forwarders, however,
they cannot be forwarding packets simultaneously because of
the transmitter conflict. In the transmitter conflict graph, each
vertex denotes a transmitter in the original network topology
associated with a set of links to its forwarding candidates. The
conflict of two transmitters exists if they cannot be transmitting
at the same time due to the conflict among their associated links,
and is accordingly represented as an edge between two vertices
in the transmitter conflict graph.

To characterize the impact of wireless interference and the
opportunistic nature of opportunistic routing, in the following,
we introduce the concepts of concurrent transmitter set (CTS) as
defined in [15], [16]. Under the protocol model, a CTS is defined
as a set of transmitters, when all nodes within that set are trans-
mitting packets at the same time, all the links associated with
them to their forwarding candidates can make successful trans-
missions. The basic idea of CTS is to avoid transmitter conflict
by requiring all the opportunistic receivers to be interference-
free at the same time. In order to make full use of the wireless
shared medium and achieve the capacity bound of the network,
a maximum CTS is defined as a CTS, if adding any one more
node into it will lead to a non-CTS. For illustration, based on
the transmitter conflict graph shown in 1(b), all the possible
maximum CTS of the original network graph in Fig. 1(a) can
be obtained as {s}, {n2} and {n1 , n3}.
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2) Effective Transmission Rate and Maximum CTS Schedul-
ing: In a specific maximum CTS, all the transmitters can de-
liver packets via their associated links to the corresponding
forwarder candidates. Let {Γα (t)|α = 1, 2, . . . , A} denote the
set of all the maximum CTSs in the wireless network at time
slot t, where α represents the index of a maximum CTS and
A is the number of the maximum CTSs contained in the set.
Denote an indicator function ψαi (t) to represent the relationship
between node i and a particular maximum CTS Γα (t). Specif-
ically, ψαi (t) = 1 if node i is in maximum CTS Tα (t) within
time slot t, and ψαi (t) = 0 otherwise. It should be noted that
once the set {Γα (t)|α = 1, 2, . . . , A} is determined based on
the protocol interference model, the indicator function ψαi (t) is
also known based on the set information without any thresh-
olding. Take the network topology in Fig. 1(a) for example, we
have Γ1(t) = {s}, Γ2(t) = {n2}, and Γ3(t) = {n1 , n3} in ac-
cordance with the transmitter conflict graph in Fig. 1(b). Based
on the set information of Γ1(t) - Γ3(t), we can find that the
values of ψ1

s (t), ψ
2
n2

(t), ψ3
n1

(t) and ψ3
n3

(t) are 1, and all the
other values are 0.

For any J ⊆ Fi(t), a packet sent by i is considered as success-
fully received by J if it is received by at least one of the nodes in
J . Therefore, the effective transmission rate of hyperedge (i, J)
in maximum CTS Γα (t) is derived as:

Cα
(i,J )(t) = ψαi (t) · Ci

[
1 −

∏
j∈J

(1 − p(i,j )(t))
]
, (9)

whereCi is the broadcast capacity of node i and p(i,j )(t) denotes
the packet reception ratio (PRR) of the wireless link (i, j) at time
slot t. For any destination node d ∈ D, since all the received
packets can be used for decoding and thus considered as useful,
the effective transmission rate of link (i, d) is:

Cα
(i,d)(t) = ψαi (t) · Ci · p(i,d)(t). (10)

Let {Γ1(t),Γ2(t), . . . ,ΓA (t)} denote the set of all the
maximum CTSs in the wireless network at time slot t. Due
to the transmitter conflict between any two maximum CTSs,
at any time within that time slot, no more than one CTS can
be scheduled to transmit while all the transmitters in that CTS
can forward packets simultaneously. Set λα (t) as the fraction
of time scheduled to a specific maximum CTS Γα (t), then the
effective transmission rate of hyperedge (i, J) is derived as:

C(i,J )(t) =
A∑
α=1

λα (t) · Cα
(i,J )(t), ∀i, J, t. (11)

We can also have an opportunistic routing based scheduling
problem that aims to achieve the maximum network utility
by optimally scheduling the transmission of all the maximum
CTSs. Accordingly, the constraints for the maximum CTS
scheduling are given as follows:

A∑
α=1

λα (t) ≤ 1, ∀t, (12)

where constraint (12) ensures that no more than one maximum
CTS is scheduled to transmit at any time within time slot t.

III. A JOINT DYNAMIC RATE ALLOCATION AND

TRANSMISSION SCHEDULING PROBLEM WITH NETWORK

CODING-BASED OPPORTUNISTIC ROUTING

A. Problem Formulation

In wireless networks, the mobility of wireless nodes would
often occur. Thus the channel state information of a wireless
link varies over time. In this work, we assume that the SVC
multicast problem is required to be adapted to link (i, j)’s time-
varying packet reception ratio p(i,j )(t), which is selected to
characterize the dynamic network changes in practical wireless
networks. Previous work on scalable video multicast is mainly
based on static network assumption and predetermined routes
between source-destinations, and thus fails to capture the tem-
poral dynamics in practical networks. Different from these static
optimization formulation, we assume in this work that all the
links’ PRRs are dynamic with regard to time slots and either
known or predicted for all time slots {1, 2, . . . , T} within the
SVC multicast period. And the decision of optimal routes for
each destination node subscribing to different SVC layers is
integrated by opportunistic multicast routing. In such scalable
video multirate multicast applications, in order for a destination
node to meet the SVC decoding requirement and successfully
recover layer m, there is a requirement on the total amount of
information belonging to layer m delivered through the oppor-
tunistic routes to the destination over the entire transmission
time interval from time slot 1 to T . Such requirement can also
be viewed as an SVC video delivery contract that couples the
reception rate of each destination node across time [34] and is
given in (1). Accordingly, we adopt the multi-period formulation
of dynamic network utility maximization with delivery contract
to formulate a joint dynamic rate allocation and transmission
scheduling optimization problem based on opportunistic multi-
cast routing, where the received rates by destination nodes are
coupled across time by SVC encoding/decoding constraints.
The proposed opportunistic multicast routing formulation for
scalable video streaming is as follows:

P1 : max
(R ,g ,f ,λ)�0

T∑
t=1

∑
d∈D

M∑
m=1

U

(
Rmd(t)

)

s.t. Constraints in (1), (2), (5), (7), (8), (11), and (12),
(13)

where the objective is to achieve the maximum total utility of
scalable video layers received by all recipients within the dura-
tion of SVC multicast streaming. The SVC encoding/decoding
constraint in (1) is also the SVC video delivery contract [34]
that couples the reception rate of each destination node across
time. On one hand, since the video rate variable R is coupled
across time in (1), problem P1 cannot be split into separate
sub-problems with each sub-problem corresponding to a time
slot, and thus the choice of R over all time slots need to be
coordinated. On the other hand, compared to the sub-optimal
performance achieved by the separate optimization within each
time slot, such coordination among R over all time slots can
achieve the global optimum and benefit the overall multicast
throughput by allocating a larger video reception rate than the
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total bitrate of the SVC stream during time slots with good chan-
nel conditions and reserving such extra rate for time slots with
bad conditions. To achieve the best overall video reception qual-
ity, the proposed scheme jointly optimizes the video reception
rate R, the routes to destination nodes with associated virtual
information flow g and physical flow f , and the time fraction
of maximum CTSs λ.

B. Stochastic Dynamic Problem

In the above formulation P1, we assume that the channel state
information (specifically, the dynamic packet reception ratio for
each link) is known a priori for all time slots, and the joint rate
allocation, opportunistic routing and transmission scheduling is
determined based on it. In practice, such channel state informa-
tion is not fully known ahead of time, and is revealed only at
each time interval. In the following, we will describe the ex-
tension to P1 and develop accordingly the stochastic dynamic
version of the problem formulation P1. In this case, the resulting
performance after solving P1 can be treated as the theoretical
upper bound for the stochastic dynamic problem with imperfect
channel state information.

Based on the model predictive control [34], [35], we impose
a causality constraint that the links’ PRRs at time slot t must be
a function of the PRRs up to time t. Suppose that at time slot
t = τ , the links’ PRR vector p(1), . . . ,p(τ) are known. Then,
given the information available at time slot τ , the expected value
of the link’s PRR p̂(t|τ) can be defined as:

p̂(t|τ) = E[p(t)|p(1), . . . ,p(τ)], ∀t ∈ {τ + 1, . . . , T}.
(14)

Then, by replacing the link PRR with its expected value in (9),
we have the expected transmission rate of hyperedge (i, J) in
maximum CTS Γα (t):

Ĉα
(i,J )(t|τ) = ψαi (t) · Ci

[
1 −

∏
j∈J

(1 − p̂(i,j )(t|τ))
]
, ∀t. (15)

Then the expected effective transmission rate of (i, J) is:

Ĉ(i,J )(t|τ) =
A∑

α=1

λα (t) · Ĉα
(i,J )(t|τ), ∀i, J, t. (16)

Therefore, the stochastic dynamic problem can be
formulated as:

P2 : max
(R ,g ,f ,λ)|Tt= τ �0

T∑
t=τ

∑
d∈D

M∑
m=1

U

(
Rmd(t)

)

s.t. Constraints in (1) and (2),

Constraints in (5), (7), and (12),∀t ∈ {τ, . . . , T},

∑
j∈J

M∑
m=1

fm(i,j )(τ) ≤ C(i,J )(τ), ∀i ∈ V, J ⊆ Fi(τ),

∑
j∈J

M∑
m=1

fm(i,j )(t) ≤ Ĉ(i,J )(t|τ),

∀i ∈ V, J⊆Fi(t), t ∈ {τ + 1, . . . , T}.
(17)

In the stochastic dynamic problem P2, at a given time slot t = τ ,
all the variables for the time slots up to τ − 1 are already known
or solved, and thus the optimization variable becomes the vector
(R,g, f ,λ)|Tt=τ for the current time slot τ and future time slots
τ + 1, . . . , T . Here we use the exact value of the current effective
transmission rate of hyperedge (i, J), C(i,J )(τ), since its value
is known. However, for the future effective transmission rate,
we use instead the conditional mean Ĉ(i,J )(t|τ) in (16).

It can be seen from the formulation of P2 that its performance
depends on the prediction of the links’ PRR vector given in (14).
According to [36]–[38], a good approximation in modeling the
time-varying error process of a wireless link (i, j) can be pro-
vided by the ergodic finite state Markov channel (FSMC) model.
It not only provides a good approximation to the statistical prop-
erties of the real channels, but is mathematically tractable. In
practical applications, it has also been widely accepted in the lit-
erature as an effective approach to characterizing the correlation
structure of the fading process. By using the FSMC model, sup-
pose that the wireless channel of link (i, j) has a finite set of H
states corresponding to H different packet reception probabili-
ties, denoted by vector P(i,j ) = [P 1

(i,j ) , . . . , P
h
(i,j ) , . . . , P

H
(i,j ) ]

T ,

and a transition probability matrix Tr(i,j ) ∈ RH×H
+ which has

the following structure:

Tr(i,j ) =

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

ω1,1 ω1,2 0 0 0 . . . 0 0
ω2,1 ω2,2 ω2,3 0 0 . . . 0 0
0 ω3,2 ω3,3 ω3,4 0 . . . 0 0
...

...
...

...
...

. . .
...

...

0 0 0 0 0 . . . ωH,H−1 ωH,H

⎞
⎟⎟⎟⎟⎟⎟⎟⎠
,

(18)
where ωx,y is the transition probability from state index x to y.
Suppose that at time slot t = τ , we have observed the state of
link (i, j) with associated PRR, as p(i,j )(τ) = Ph

(i,j ) . Based on
the transition probability that is independent of time slot, the ex-
pected PRR of that link at time slot τ + 1 given the information
available at time slot τ can be predicted as:

p̂(i,j )(t = τ + 1|τ) = [Tr(i,j ) ](h) · P(i,j )

= ωh,hP
h
(i,j ) + ωh,h−1P

(h−1)
(i,j ) + ωh,h+1P

(h+1)
(i,j ) , (19)

where [Tr(i,j ) ](h) denotes theh-th row of Tr(i,j ) . By recursively
using (19), all the expected value of future PRRs can be predicted
by the h-th row of the t− τ -th power of Tr(i,j ) :

p̂(i,j )(t|τ) = [Tr(t−τ )
(i,j ) ](h) · P(i,j ) , t = τ + 1, τ + 2, . . . , T.

(20)
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Observing (19) and (20), the future wireless links’ PRR
prediction is determined by the packet reception proba-
bility vector P (i,j ) and the transition probability matrix
Tr(i,j ) . For Rayleigh fading channel [37], denote Ω =
[Ω1 , . . . ,Ωh , . . . ,ΩH+1 , ]T as the received signal-to-noise
(SNR) thresholds for all the H states in a increasing order with
Ω1 = 0 and ΩH+1 = ∞. The channel is in state h if the received
SNR located in the rage [Ωh ,Ωh+1). Since P (i,j ) is fixed for a
given Ω, in the following, we will further analyze the impact of
the transition probability on the PRR prediction by taking into
account the path loss and node movement. According to [37],
the transition probability is given by:

ωh,h+1 =
N(Ωh+1) · Tp

πh
, ωh,h−1 =

N(Ωh) · Tp
πh

, (21)

where Tp is the time duration of each packet; πh represents the
steady-state probability; andN(Ωh) denotes the level cross-rate
of state h (either in the positive direction only, or in the negative
direction only) and is given by [37]:

N(Ωh) =

√
2πΩh

γ0
· ψm · exp

(
−Ωh

γ0

)
. (22)

Here, γ0 is the average received SNR. Considering the node
movement, the fading characteristics of the signal envelop are
determined by the Doppler frequency due to the motion of
a wireless node. Accordingly, ψm in (22) denotes the maxi-
mum Doppler frequency caused by the node movement at a
certain speed v, and can be defined as the node movement speed
v divided by the carrier wavelength [36]. Thus, the duration
of a time slot, i.e., the time duration over which the chan-
nel’s response (or state) remains invariant, can be approximated
as [39]:

ΔT ≈ 1
ψm

. (23)

In addition, it can be observed from (21) and (22) that the
transition probability is also determined by the average SNR
γ0 , which (in dBm) can be derived by subtracting the receiver
noise power (dB) and the path loss (dB) due to radio propagation
from the transmitter output power (dBm). Here, we adopt the
following simplified model for path loss as a function of the
distance between transmitter and receiver [40]:

PL (dB) = 10σ log10

[
dist

dist0

]
−K (dB). (24)

This path loss model is commonly used for wireless system
design, where σ represents the path-loss exponent, dist0 de-
notes a reference distance for the antenna far field, and K is a
unitless constant dependent on the antenna characteristics and
the average channel attenuation. Due to the scattering phenom-
ena in the antenna near field, (24) is valid for transmission dis-
tance dist > dist0 , where dist0 is typically assumed to be 1–10
meters indoors and 10–100 meters outdoors.

IV. DISTRIBUTED CROSS-LAYER ALGORITHM

A. Optimization Decomposition and Distributed Solution

For distributive implementation, decomposition methods
(primal or dual decomposition) are commonly used [41]
to decompose a large optimization problem into a set of
small subproblems, which can be solved by distributed and
often iterative algorithm converging to the global optimum.
Due to space limit, we will only introduce the distributed
solution to the stochastic dynamic optimization problem
P2, and the distributed solution to P1 can be developed in
a similar way. With dual decomposition, problem P2 can
be decoupled by relaxing all the coupling constraints with
Lagrange multiplier vector ϑ = (μ, η, θ, β, ζ, ν). Specifically,
the Lagrangian of P2 is obtained in (25) shown at the top
of the next page. Accordingly, the Lagrange dual function is
given by:

g(ϑ) = sup
R ,g ,f ,λ�0

L(R,g, f ,λ,ϑ). (26)

And the Lagrange dual problem of P1 is expressed as:

min
η ,θ ,β ,ζ ,ν�0

g(ϑ). (27)

Since the objective function is concave and all the constraints
are convex with respect to the primal variables, P2 is a convex
optimization problem. Optimization theory [41] ensures that the
convex constrained optimization problem P2 is equivalent to its
Lagrange dual problem in (27), and thus can be decomposed
into a master dual problem in (27) with several cross-layer sub-
problems of the transport, network, and link layers. These sub-
problems correspond to the maximization of the Lagrangian in
(25) with regard to the primal variables R, g, f , and λ, respec-
tively. Since the Lagrangian in (25) is partially differentiable
with respect to the primal dual variables, both the master dual
problem and the cross-layer sub-problems can be solved by the
gradient algorithm [42]. Based on the primal-dual algorithm that
simultaneously updates primal and dual variables, the distribu-
tive cross-layer iteration algorithm is developed in (28)–(33),
where subscript k denotes the iteration index, δ is positive step-
size, and [·]+ represents the projection onto R+ . Specifically,
at each iteration, each primal/dual variable is updated by a new
value in its gradient ascent/descent direction which is closer to
the local maximum/minimum.

1) Source Rate Control, ∀t ∈ {τ, . . . , T}:

Rmd(t)|k+1 =
[
Rmd(t) + δ(R) · ∂L(R,g, f ,λ,ϑ)

∂Rmd(t)

]+

k

=
[
Rmd(t) + δ(R)

(
U ′(Rmd(t)) + μmd

s (t) − μmd
d (t)

− ν(m−1)d

rmmax
+
νmd

rmmin
− ζmd

{
3
[ T∑
t=1

Rmd(t)
]2

− 2T (rmmin +rmmax)
[ T∑
t=1

Rmd(t)
]

+ T 2rmminr
m
max

})]+

k

.

(28)
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L(R,g, f ,λ,ϑ) = L(R,g, f ,λ, μ, η, θ, β, ζ, ν) =
T∑
t=τ

∑
d∈D

M∑
m=1

U(Rmd(t)) −
T∑
t=τ

∑
d∈D

M∑
m=1

∑
i∈V

μmd
i (t)

[ ∑
j :(i,j )∈E

gmd
(i,j )(t)

−
∑

j :(j,i)∈E
gmd

(j,i)(t) − σmd
i (t)

]
−

T∑
t=τ

∑
d∈D

M∑
m=1

∑
(i,j )∈E

ηmd
(i,j )(t)

[
gmd

(i,j )(t) − fm(i,j )(t)
]
−

T∑
t=τ

θ(t)
[ A∑
α=1

λα (t) − 1
]

−
∑
i∈V

∑
J⊆Fi (τ )

β(i,J )(τ) ·
[∑
j∈J

M∑
m=1

fm(i,j )(τ) −
A∑

α=1

λα (τ) · Cα
(i,J )(τ)

]

−
T∑

t=τ+1

∑
i∈V

∑
J⊆Fi (t)

β(i,J )(t)
[∑
j∈J

M∑
m=1

fm(i,j )(t) −
A∑

α=1

λα (t) · Ĉα
(i,J )(t|τ)

]

−
∑
d∈D

M∑
m=1

ζmd

[ T∑
t=1

Rmd(t)
][ T∑

t=1

Rmd(t) − rmminT

][ T∑
t=1

Rmd(t) − rmmaxT

]

−
∑
d∈D

M−1∑
m=1

νmd ·

⎡
⎣

∑T

t=1
R(m+1)d(t)

r
(m+1)
max

−

∑T

t=1
Rmd(t)

rmmin

⎤
⎦ . (25)

2) Link Flow Control and Routing, ∀t ∈ {τ, . . . , T}:

gmd
(i,j )(t)|k+1 =

[
gmd

(i,j )(t) + δ(g) · ∂L(R,g, f ,λ,ϑ)
∂gmd

(i,j )(t)

]+

k

=
[
gmd

(i,j )(t) + δ(g)
(
μmd
i (t) − μmd

j (t) − ηmd
(i,j )(t)

)]+

k

. (29)

fm(i,j )(t)|k+1 =
[
fm(i,j )(t) + δ(f ) · ∂L(R,g, f ,λ,ϑ)

∂fm(i,j )(t)

]+

k

=
[
fm(i,j )(t) + δ(f )

(∑
d∈D

ηmd
(i,j )(t) −

∑
J ⊆F i ( t )
and j ∈J

β(i,J )(t)
)]+

k

.

(30)

3) Maximum CTS Scheduling, ∀t ∈ {τ, . . . , T}:

λα (τ)|k+1 =
[
λα (τ) + δ(λ) · ∂L(R,g, f ,λ,ϑ)

∂λα (τ)

]+

k

=
[
λα (τ) + δ(λ)

(∑
i∈V

∑
J⊆Fi (τ )

β(i,J )(τ)Cα
(i,J )(τ) − θ(τ)

)]+

k

,

(31)

and for any t ∈ {τ + 1, . . . , T}, we have

λα (t)|k+1 =
[
λα (t) + δ(λ) · ∂L(R,g, f ,λ,ϑ)

∂λα (t)

]+

k

=
[
λα (t) + δ(λ)

(∑
i∈V

∑
J⊆Fi (t)

β(i,J )(t)Ĉα
(i,J )(t|τ) − θ(t)

)]+

k

.

(32)

4) Dual Variable Update, ∀t ∈ {τ, . . . , T}:

ϑ|k+1 =
[
ϑ − δ(ϑ) · ∂L(R,g, f ,λ,ϑ)

∂ϑ

]+

k

. (33)

It should be noted that [·]+ will not be applied to the update
iteration of μ since it is associated with the equality constraint
and thus might have negative value.

B. Algorithm Design and Implementation Details

To implement the proposed distributed cross-layer algorithm,
each node i ∈ V in the wireless network is treated as an entity
capable of processing, storing, and communicating information.
In practice, the associated wireless link (i, j) and hyperedge
(i, J) are both delegated to their sender node i, and all compu-
tations related to such links and hyperedges will be executed on
node i. A distributed implementation of the proposed iterative
algorithm is summarized in Algorithm 1.

Once the appropriate rate allocation for destination nodes and
the time fraction scheduling among different maximum CTSs
are determined through Algorithm 1, the source node s will
keep sending multiple flows of coded packets that are belonging
to different SVC layers in accordance with the optimal source
rate. Each transmitter node will be allocated the corresponding
time fraction for sending or relaying the coded packets to all of
its next-hop nodes through opportunistic routing. Upon receiv-
ing a coded packet for a specific layer, each relay node would
check whether this coded packet is linearly independent from
the packets that have been previously received. If so, the relay
node keeps this coded packet as an innovative packet, generates
a random linear combination of the coded packets it has heard
from the same layer, and broadcasts it. Otherwise, this packet is
considered as non-innovative and thus dropped.

In terms of amount of message passing, the overhead of
the proposed distributed algorithm consists of two parts: the
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Algorithm 1: Distributed Algorithm for the Joint Rate
Allocation, Link Routing and Transmission Scheduling
Problem

Initialization
Set an initial primal/dual point (R,g, f ,λ,ϑ)|k, k=0 to
some nonnegative value for t ∈ {τ, . . . , T}.
repeat

for the source node s:
1) Receive μmd

d (t)|k from the destination node d;
2) Receive μmd

j (t)|k from the next-hop node j;
3) Fetch Rmd(t)|k , μmd

s (t)|k , νmd |k , ζmd |k , ηmd
(s,j )

(t)|k , β(s,J )(t)|k , θ(t)|k and Cα
(s,J )(τ) stored in

the local processor;
4) Calculate the expected value of the effective

transmission rate Ĉα
(s,J )(t|τ) according to

(9)–(11) and (20);
5) Calculate Rmd(t)|k+1 , gmd

(s,j )(t)|k+1 , fm(s,j )
(t)|k+1 , λ

α (t)|k+1 and ϑ|k+1 according to
(28)–(33), respectively;

6) Send θ(t)|k+1 to the nodes in {N ∪D}.
for each node i ∈ N ∪D:

1) Receive θ(t)|k from the source node s;
2) Receive μmd

j (t)|k from the next-hop node j;
3) Fetch μmd

i (t)|k , ηmd
(i,j )(t)|k , β(i,J )(t)|k and

Cα
(i,J )(τ) stored in the local processor;

4) Calculate the expected value of the effective
transmission rate Ĉα

(i,J )(t|τ) according to
(9)–(11) and (20);

5) Calculate gmd
(i,j )(t)|k+1 , fm(i,j )(t)|k+1 , λα (t)|k+1

and ϑ|k+1 according to (29)–(33), respectively;
6) Send μmd

i (t)|k+1 to the sender nodes in
{j ∈ V |(j, i) ∈ E};

7) Send μmd
i (t)|k+1 to the source node s, if node

i = d, d ∈ D.
until All the primal and dual variables converge to the
optimums, or the predefined maximum number of
iterations is achieved.

network coding overhead and the communication overhead. For
network coding operations, we adopt a packet format similar to
[17], [22] with each packet carrying 1500 bytes of data. There-
fore, the side information required by network coding is the
global encoding vector in the header of each packet, which is
related to the number of source packets that need to be transmit-
ted. Therefore, the cost of the practical network coding scheme
is the overhead of transmitting extra symbols for the encoding
vector in each packet. Considering a large size packet with the
number of both header and payload symbols far more than the
number of header symbols, such overhead is about 1–2%, and
can be neglected [22].

On the other hand, as shown in Algorithm 1, the commu-
nication overhead introduced by the proposed algorithm is the
transmission of updated θ(t) value from the source node s to
the downstream nodes {N ∪D}, as well as the the transmission
of updated μmd

i (t) value to the previous-hop sender nodes of

node i and to the source node s if node i is a destination node.
Consider the implementation issues [43] and take the network
topology in Fig. 1(a) for example. If we further assume that each
updated variable is in float type which takes up 4 bytes, and let
M = 3 and T = 5, then the communication overhead for source
node s to transmit θ(t) is 5 × 4 = 20 bytes, while the commu-
nication overhead for each node i to transmit μmd

i (t) in the
upstream direction requires 3 × 3 × 5 × 4 = 180 bytes. Thus,
the total communication overhead sums up to 200 bytes. For
the same configuration of IP packet with a packet size of 1500
bytes, the communication overhead introduced by the proposed
algorithm is approximately 200/1500 = 13%. Furthermore, it
can be noted that these dual variable (θ(t) and μmd

i (t)) in practi-
cal implementation do not need to be communicated as separate
packets. Instead, variable θ(t) can be delivered through a field
in the video data packets, while variable μmd

i (t) can be con-
veyed through a field in the acknowledgement (ACK) packets.
At each time when the algorithm starts, these dual variables are
required to be transmitted, as the communication overhead of the
first several packets, for the updating iterations in Algorithm 1.
However, once the convergence is reached, the optimization out-
puts are determined and will hold within the whole time slot.
From then on, the communication overhead for carrying these
dual variables is no longer needed.

V. EXPERIMENTAL RESULTS

In this section, we evaluate the performance of the proposed
distributed cross-layer algorithm (PDCA) under different net-
work settings, and illustrate the effectiveness of PDCA over four
baseline schemes: 1) JAOR, joint source and flow rate optimiza-
tion algorithm [9] based on OR in [15]; 2) JATR, joint source
and flow rate optimization algorithm [9] based on traditional
routing and link conflict graph in [29]; 3) LATR, layered multi-
cast algorithm [7] based on traditional routing and link conflict
graph in [29], and 4) DRDA, distributed receiver-driven stream-
ing algorithm [11] that exploits randomized network coding
and prioritized distributed video delivery for efficient multicast.
It should be noted that OR is not utilized in the original for-
mulation of JATR [9]. Here, we integrate OR into JAOR to
achieve better performance than JATR as proposed in [9]. Al-
ternatively, the key difference among the above five schemes is
that JAOR/JATR(or LATR) are based on the static network as-
sumption with/without OR and DRDA is suitable for dynamic
network without utilization of OR, respectively, while PDCA
can deal with the practical dynamic networks with OR.

In the following, we use Joint Scalable Video Model 7 10
reference codec of H.264/AVC extension standard [44] at the
source node, to encode three well-known test-sequences (Bus,
Football, and Foreman) at frame rate of 30 frames per second,
CIF (352 × 288) resolution, and a GOP-length of 32 frames.
These sequences are encoded with 256 Kbps at the base layer,
and 384 Kbps, 512 Kbps and 1024 Kbps at the three enhance-
ment layers by fine granularity scalable coding. As shown in
[45], the objective QoE of video streaming may be affected by
factors such as the average and temporal variability of video
quality, time spent in re-buffering, and the initial startup delay.
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Fig. 2. (a) A random PRR sample, and (b) optimal time fraction scheduling
of the maximum CTSs.

In this paper, we mainly focus on the dynamic network utility
maximization problem formulation for the SVC multicasting to
achieve a maximum aggregate network utility in terms of video
quality. Therefore, the average video quality measure in the form
of PSNR is selected as the quality metric to evaluate the overall
users’ satisfaction level in the performance evaluation.

A. Performance Evaluation on Illustrative Topology

In this section, each evaluation point in our analysis is the
average performance computed over 20 simulation runs with
the same simulation configuration. First, we simulate PDCA and
compare its performance to the other four baseline schemes on
the illustrative network topology as shown in Fig. 1(a). Here, s,
ni , and di represent the source node, relay node, and destination
node, respectively. Suppose that the SVC streaming period is
divided into twenty time slots. The transmission rate for each
transmitter node is set to 7.5 Mbps, and the packet reception rate
(PRR) of each wireless link is varied over different time slots. In
the following of this section, we will evaluate the performance
achieved by all the four algorithms both with random link PRR
samples and with the dynamic link PRRs predicted by the FSMC
model.

1) Random PRR Sample: Assume that the dynamic PRR
of each wireless link in Fig. 1(a) is randomly generated over
time. Fig. 2(a) shows the average PRR value of all links at each
time slot, and thus indicates the time-varying network condition.
Accordingly, the optimal time fraction of the three maximum
CTSs scheduled by PDCA is shown in Fig. 2(b), where Γ1(t) =
{s}, Γ2(t) = {n2}, and Γ3(t) = {n1 , n3}. It can be seen that,
since s is the source node which always generates video packets
for SVC streaming, no matter whether the channel condition
is good or not, the optimal time fraction allocated for Γ1(t)
at each time slot remains a relatively large value (e.g., around
0.4) with little temporal variation. On the other hand, when the
network condition is good with higher PRRs (e.g., at t = 4,
t = 10, or t = 20), PDCA would schedule a larger transmission
time fraction for transmitter nodes with more next-hop nodes
(e.g., node n2 in Γ2(t)). In contrast, when the network condition
is not good, wireless links become unreliable with lower PRRs
(e.g., at t = 8, or t = 16). At this time, PDCA could increase the
time fraction and thus the utilization of other transmitter nodes
(e.g., nodes n1 and n3 in Γ3(t)) to combine multiple weak links
into one strong link.

To further study the impact of different transmission sched-
ules, as illustrated in Fig. 3, we compare the rate allocation

results achieved by the optimal transmission time scheduling of
PDCA to two fixed time scheduling settings, i.e., λ1(t) = 1/2,
λ2(t) = λ3(t) = 1/4 and λ1(t) = λ2(t) = λ3(t) = 1/3. As can
be noted, for some destination nodes (e.g., d2 and d3), the allo-
cated rate by the optimal transmission time scheduling might be
similar to the schedule of letting λ1(t) = 1/2, λ2(t) = λ3(t) =
1/4. However, much more rate will be allocated for destination
node d1 by the optimal transmission time scheduling, and thus
the overall allocated rate for all the three destination nodes is
larger than the other two fixed transmission time schedules.

The convergence behavior of the proposed algorithm is illus-
trated in Fig. 4, where we take time slot t = 3 for example and
show the iterations of the total allocated rates for all the three
destination nodes at t = 3. It can be seen that with different
setups of the initial rate values, all the allocated rates can simul-
taneously and quickly converge to the corresponding optimal
values in a few tens of iterations (e.g., 90 iterations for d1 and
d3 , and 125 iterations for d2). If the initial values of the allocated
rates are set closer to the optimal solution, fewer number of iter-
ations is needed for convergence. In addition, it is also the case
that the allocated rates converge to modest accuracy within less
number of iterations than needed for convergence. For example,
the allocated rates for both d1 and d3 approach within 10% of
their optimal values after 50 iterations, while the allocated rate
for d2 reaches within 10% of its optimal value after 90 iterations,
which is sufficient for the practical applications. This observa-
tion indicates that in some practical cases where the convergence
to high accuracy is relatively slow, a sub-optimal performance
with modest accuracy can be achieved with much less computa-
tional iterations and thus much lower computational complexity.
In terms of the algorithm running time, the average running time
spent in one iteration in the simulation is 0.03 ms. Therefore,
the total algorithm running time to approach the steady state
(e.g., after 100 iterations) is 3 ms, which is very short compared
with the duration of the time slot (ΔT = 100 ms) with a ratio
of 0.03.

Fig. 5 shows the destination node reception rates allocated by
different algorithms. It can be seen that by PDCA and JAOR,
more video reception rate is allocated for each destination node
at each time slot than JATR, LATR and DRDA. Such network
multicast throughput gain is achieved due to the key differ-
ence between OR and traditional routing. That is, with OR the
wireless shared medium time utility is enhanced by allowing
multiple neighbor nodes to forward a packet opportunistically,
which in turn makes throughput take place concurrently at mul-
tiple outgoing links from the same transmitter node. With tra-
ditional routing used in JATR, LATR and DRDA, in contrast,
since one transmitter node cannot simultaneously send a packet
to multiple relay nodes due to wireless link interference, the
node transmission capacity is constrained by one of its outgoing
links with the highest transmission rate. In addition, compared
to JAOR, the network multicast throughput (i.e., the total video
reception rate allocated for all the three destination nodes) is
further improved by PDCA. This is because PDCA considers
the network dynamics by introducing the SVC video delivery
contract and optimizes the total network utility in the form of
video reception qualities by balancing and adapting network
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Fig. 3. Impact of different time fraction schedules on allocated rate for destination nodes (a) d1 , (b) d2 , and (c) d3 .

Fig. 4. Convergence behavior of allocated rate at time slot t = 3 for destination nodes (a) d1 , (b) d2 , and (c) d3 .

Fig. 5. Comparison of allocated rate achieved by different algorithms for destination nodes (a) d1 , (b) d2 , and (c) d3 .

flow over all time slots within the SVC streaming period, while
JAOR only individually optimizes within each time slot. Specif-
ically, when the network condition is not good (e.g., at t = 8,
or t = 16), both algorithms assign the same amount of recep-
tion rate for all destination nodes. However, during the time
slots with higher PRRs (e.g., at t = 4, t = 9, t = 10, or t = 20),
PDCA would allocate more data rate than needed for that time
slot and reserve such extra rate for time slots with bad condi-
tions to increase the overall utility, while JAOR fails to do so
because all the four video layers are already fully received at
t = 4, t = 9, t = 10, t = 20 and no more rate could be allo-
cated. This extra rate allocation of PDCA is achieved by solving
the proposed optimization problem P1 (when the future chan-
nel information is known in a priori) or the stochastic dynamic
problem P2 (when the future channel information is predicted
based on the FSMC model) to obtain the optimal video rate al-
location variable R for all the time slots. For example, the total
allocated rate for destination d1 by JAOR at t = 4 is 2176 Kbps,
which is equal to the total rate of all the four video layers. In
comparison, PDCA implements Algorithm 1 to solve the opti-
mization problem P1 for t = 1, 2, . . . , 20 and to obtain the video

rate allocation variable R for destination d1 at t = 4, with the
total rate being

∑4
m=1 R

md1 (t = 4) = 3485 Kbps. The extra
rate of 3485 − 2176 = 1309 Kbps at t = 4 will then be used to
send the video packets for the latter time slots t = 5 and t = 6.
Likewise, an extra rate is allocated by PDCA for t = 9, while
the only difference is that this extra will be used to send the
video packets for the previous time slot t = 8.

In Fig. 6, we vary the value of node transmission rate and
present the relationship between the average throughput over
time and the node transmission capacity. Generally, for each al-
gorithm, the average throughput of each destination node would
increase with the increment of the node transmission capacity.
Furthermore, within all the five algorithms, PDCA could achieve
the highest average throughput for all destinations. However,
when the node transmission capacity is relatively low (e.g.,
5 Mbps in Fig. 6), due to the rate bound constrained by each
source-destination pair’s end-to-end throughput, there is no ex-
tra rate region for PDCA to balance reception rate over different
time slots even at time slots with good network condition. At this
time, both PDCA and JAOR would achieve similar performance.
When the node transmission capacity gradually increases to
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Fig. 6. Comparison of average throughput vs. node transmission rate achieved by different algorithms for destination nodes (a) d1 , (b) d2 , and (c) d3 .

Fig. 7. Comparison of average end-to-end delay achieved by different
algorithms.

allow such extra rate region, the average throughput achieved
by PDCA would be higher than JAOR. It should also be noted
that with the increment of the node transmission capacity, the av-
erage throughput of each destination achieved by PDCA would
eventually reach its upper bound that is constrained by the sum
rate of all the four SVC layers. To study the impact of the SVC
layer dependency constraint in (2), we further show in Fig. 6
the result achieved by PDCA but with no layer dependency
constraint (NLDC). It can be seen that the average through-
put achieved by NLDC is lower than PDCA when the node
transmission rate is relatively low (e.g., 5 Mbps and 7.5 Mbps).
The reason is that, since all the four layers are treated equally
by NLDC without any priority, the reception rate allocated for
higher layers might not be decodable due to the lack of the
lower layers, which is useless and thus cannot contribute to the
average throughput of the destination nodes.

As stated before, all these algorithms aim at a maximum ag-
gregate network utility in terms of video quality, which is pro-
portional to the throughput. They allocate the appropriate video
reception rate R for each destination to achieve the maximum
throughput, while respecting the network transmission capacity
(i.e., avoiding congestion at the relay nodes). Therefore, the end-
to-end delay performance of different algorithms are expected
to be similar. To justify this, we illustrate in Fig. 7 the average
end-to-end delay of packets within each time slot, when the
node transmission rate is 5 Mbps and 10 Mbps, respectively. We
use the UDP protocol for transmission with 1500-byte payload
in each packet and set the buffer size of each relay node to 300
packets. In Fig. 7(a), the average end-to-end delay over all the
T = 20 time slots for PDCA, JAOR and DRDA is 43.0, 41.5
and 29.9 ms, respectively. Both PDCA and JAOR have similar

average end-to-end delay, while DRDA achieves a lower average
end-to-end delay because a smaller number of packets (corre-
sponding to a lower throughput) is allocated for transmission
under the same network condition. When the node transmission
rate increases to 10 Mbps in Fig. 7(b), the network transmission
capacity is increased, which causes the average end-to-end de-
lay over all the T = 20 time slots for PDCA, JAOR and DRDA
to reduce to 24.3, 29.9 and 16.0 ms, respectively. Since we adopt
in this paper the network coding based OR, the source node will
keep sending coded packets of a flow in accordance with the
optimal allocated rate R to each destination until the original
video packets of that flow can be fully recovered. In this sense,
the packet delivery ratio is 1. In addition, we assume that the
buffer of each destination node is large enough to store all the
packets received during the T = 20 time slots. After T · ΔT =
2 s of the initial startup delay, users then start watching the
video. In this way, no buffer stall will occur during the video
playback.

2) Finite State Markov Channel Model: To characterize and
represent the time-varying behavior of the wireless Rayleigh
fading channels, the FSMC model in [37] is adopted, with SNR
thresholds and symbol error probabilities for different chan-
nel states listed in [37, Table I]. From (15) and (16), it can be
observed that the accuracy of the expected effective capacity
expression depends on the accuracy of the expected link’s PRR
p̂(i,j )(t|τ), which is determined by the accuracy of two param-
eters, the transition probability matrix Tr(i,j ) and the packet
reception probability vector P(i,j ) as shown in (20). The FSMC
model accuracy of these two parameters are justified in [37],
which therefore validates the accuracy of the expected effective
capacity expression in (16). For a completeness of this paper, we
include this Table here with slight adaptation to our scenario. In
Table I, γ0 represents the average SNR, Ωh denotes the received
SNR threshold, Ph

s is the symbol error rate, and the channel is
in state h if the received SNR locates in the range [Ωh ,Ωh+1).
In addition, the values of the other critical model parameters
used for simulation are listed in Table II.

Fig. 8 shows the average throughput vs. node transmission
rate curves achieved by PDCA under FSMC model and the av-
erage received SNR γ0 = 10 dB, with different setups of the
initial channel state. According to Table I, the channel state
index of the FSMC is ordered with decreasing symbol error
probabilities. A smaller channel state index therefore indicates a
worse channel condition with lower PRR for each wireless link.
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Fig. 8. Average throughput vs. node transmission rate achieved by the proposed algorithm under FSMC model and average SNR = 10 dB for destination nodes
(a) d1 , (b) d2 , and (c) d3 .

TABLE I
FSMC MODEL PARAMETERS IN [37]

h Ωh /γ0 P h
s P h

s
(dB) (γ0 = 5 dB) (γ0 = 10 dB)

1 −∞ 7.529 · 10−1 5.570 · 10−1

2 –12.0474 4.153 · 10−1 1.313 · 10−1

3 –6.0158 1.555 · 10−1 9.900 · 10−3

4 –2.4754 4.008 · 10−2 2.429 · 10−4

5 0.0499 7.079 · 10−3 1.813 · 10−6

6 2.0232 8.840 · 10−4 3.782 · 10−9

7 3.6514 6.614 · 10−5 2.003 · 10−12

8 5.0454 3.285 · 10−6 –

9 6.2726 9.867 · 10−8 –

10 7.3777 1.681 · 10−9 –

11 8.3934 1.214 · 10−11 –

– ∞ – –

TABLE II
CONFIGURATION OF MODEL PARAMETERS IN THE NETWORK

Parameter Description Value

Dt Effective transmission range 50 m

v Node movement speed 5 km/h

ψm Maximum Doppler frequency 8.7963 Hz

ΔT Time duration of a time slot 100 ms

Tp Packet time duration 0.384 ms

σ Path-loss exponent 2–4

γ0 Average received SNR 5 dB/10 dB

It can be seen from Fig. 8 that if the initial channel state index
is 6, the average throughput of each destination node would not
change with the node transmission capacity, since at this time
the channel condition of the wireless network is good enough
to ensure that the maximum achievable throughput bound is al-
ready reached with the node transmission rate being 5 Mbps.
When the initial channel state index decreases from 6 to 2, the
respective initial channel condition becomes worse, and thus
the average throughput at the same node transmission capac-
ity will accordingly decrease. Besides the three curves study-
ing the effect of the transient behavior of the wireless fading

channel, the steady state performance is also shown in Fig. 8
with the corresponding curve located in the middle of these
three curves. To obtain the steady state distribution of the fading
channel, we first solve the steady state equation of the FSMC.
Then, for each initial state index, we run the simulation and
get the resulting average throughput vs. node transmission rate
performance. Finally, the steady state performance is obtained
by weighted averaging of the performance measure among dif-
ferent initial states using the steady state distribution of the
FSMC.

B. Simulations for Larger Scale Network

To evaluate the effect for a more general network, we fur-
ther generate a wireless network with 45 nodes randomly dis-
tributed in a 100 m × 100 m square region. Taking the node
mobility into account, each node is assumed to be moving at a
walking speed of 5 kilometers per hour. Here, we consider the
similar mobile user’s movement setup to that in [46], because
it corresponds to a slow-fading channel where the first-order
FSMC model is accurate and the time duration of a time slot1

(ΔT = 100 ms in the simulation) is larger than the packet time
duration (Tp = 0.384 ms in the simulation) and the video frame
time interval (33 ms in the simulation). In our future work,
we will study the high-speed user movement scenario (such as
mobile users travelling in the vehicles or trains), which results
in a fast-fading channel and thus needs to be modeled by a
more complicated high-order FSMC. We fix the node nearest to
the lower left corner as the source node, and select five nodes
as destination nodes. The effective transmission range Dt is as-
sumed to be 50 m, and the average number of hops between each
source-destination pair is 6. In Fig. 9, we set the node transmis-
sion rate for each transmitter node to 12.5 Mbps and investigate
the comparison of average video reception qualities in PSNR
for Bus, Football, and Foreman video sequences achieved by
different algorithms, while the dynamic PRR samples of wire-
less links within each time slot is the same as in Fig. 2(a). The
video packets are transmitted according to the video rate allo-
cation determined by each algorithm, and the average PSNR
of that algorithm for the transmission of a specific video is
measured over all received video packets within all the T = 20
time slots. Similarly, it can be observed that PDCA outperforms

1The time duration of a time slot can be viewed as the coherence time of the
channel, which is the time duration over which the channel’s response (or state)
remains invariant and given in (23).



376 IEEE TRANSACTIONS ON MULTIMEDIA, VOL. 20, NO. 2, FEBRUARY 2018

Fig. 9. Comparison of received average video quality in PSNR for (a) Bus, (b) Football, and (c) Foreman sequences, with the random PRR sample in Fig. 2(a).

TABLE III
COMPARISON OF RECEIVED AVERAGE VIDEO QUALITY IN PSNR UNDER FSMC MODEL WITH DIFFERENT AVERAGE SNR AND NODE TRANSMISSION RATE

Sequence Bus Football Foreman

Ave. SNR (dB) 5 10 5 10 5 10

Trans. Rate (Mbps) 10 15 10 15 10 15 10 15 10 15 10 15

PDCA 26.67 27.22 29.68 30.47 26.22 27.03 29.28 30.09 33.22 34.76 37.83 39.45
JAOR 26.34 26.69 28.95 29.90 25.59 26.27 28.53 29.51 31.93 33.31 36.33 38.28

d1 JATR 23.30 24.65 26.03 26.24 22.88 23.56 24.91 25.40 29.39 29.65 30.74 31.56
LATR 22.59 23.38 25.23 26.21 22.55 22.92 24.08 25.35 29.25 29.40 29.99 31.44
DRDA 24.86 26.20 26.91 28.18 23.73 25.33 26.68 27.85 29.69 31.41 34.14 34.99

PDCA 27.04 27.80 30.14 30.72 26.87 27.52 29.75 30.33 34.64 34.90 38.77 39.94
JAOR 26.64 26.98 29.60 30.39 26.17 26.79 29.20 30.01 33.11 34.42 37.67 39.28

d2 JATR 23.53 24.95 26.08 26.27 22.98 23.82 25.09 25.46 29.43 29.75 30.94 31.67
LATR 22.61 23.40 25.26 26.22 22.56 22.93 24.11 25.36 29.25 29.41 30.02 31.47
DRDA 25.40 26.24 26.99 28.27 24.24 25.39 26.80 27.93 30.14 31.54 34.44 35.01

PDCA 28.11 28.72 30.89 31.16 27.79 28.31 30.51 30.79 34.97 35.87 40.29 40.85
JAOR 27.19 27.74 30.51 30.85 27.00 27.47 30.12 30.47 34.75 34.88 39.51 40.21

d3 JATR 24.57 25.92 26.37 26.72 23.50 24.73 25.66 26.32 29.63 30.58 32.07 33.41
LATR 23.74 24.69 26.19 26.59 23.08 23.59 25.30 26.07 29.47 29.65 31.36 32.91
DRDA 26.07 26.41 27.59 28.70 25.07 25.72 27.35 28.29 30.90 32.20 34.85 35.83

PDCA 27.57 28.24 30.59 30.95 27.33 27.90 30.20 30.57 34.84 35.00 39.67 40.42
JAOR 26.90 27.34 30.12 30.64 26.65 27.13 29.73 30.26 34.09 34.79 38.73 39.78

d4 JATR 24.48 25.74 26.32 26.70 23.43 24.57 25.55 26.27 29.61 30.43 31.85 33.31
LATR 23.71 24.67 26.18 26.58 23.07 23.57 25.29 26.06 29.47 29.65 31.33 32.88
DRDA 26.05 26.39 27.55 28.66 25.01 25.69 27.31 28.26 30.84 32.13 34.84 35.74

PDCA 26.98 27.65 30.10 30.71 26.79 27.40 29.71 30.33 34.40 34.86 38.68 39.93
JAOR 26.63 26.95 29.60 30.29 26.14 26.75 29.20 29.90 33.05 34.29 37.66 39.08

d5 JATR 22.75 23.56 24.25 26.01 22.63 23.00 23.32 24.83 29.28 29.44 29.57 30.68
LATR 22.58 23.27 24.17 25.90 22.55 22.87 23.28 24.72 29.25 29.38 29.55 30.57
DRDA 25.75 26.31 27.28 28.43 24.58 25.53 27.08 28.07 30.44 31.80 34.77 35.28

the other four algorithms with higher overall video reception
quality in peak signal-to-noise ratio (PSNR) for all destina-
tions. Also, by exploiting the broadcast nature of the wireless
shared medium, PDCA could allocate similar video reception
quality for different destinations to promise the fairness among
them.

In order to further study the behavior of the five different algo-
rithms under the FSMC model, Table III shows the performance
comparison on the average received video quality in PSNR ver-
sus the average received SNR of the wireless Rayleigh fading
channel and the node transmission rate, for Bus, Football, and
Foreman video sequences. Here, the average PSNR measures
the steady state performance of the FSMC, which is computed
as follows. For each initial state of the FSMC, we transmit the
video packets and obtain the average PSNR of that initial state
over all received video packets within all the time slots. Then,

the average PSNR of the steady state performance is obtained
by the weighted averaging of the average PSNR of each initial
state by using the steady state distribution of the FSMC. It can be
seen from Table III that for the same average received SNR, all
the five algorithms will achieve higher average video reception
PSNR as the node transmission capacity increases, which allows
more transmission bit rate to be supported by the wireless chan-
nel of each link. On the other hand, when the node transmission
rate is fixed, the average video reception PSNR for all the five
algorithms would become higher with the increment of the av-
erage received SNR, since a larger average SNR corresponds to
a better channel condition and thus a higher PRR for each wire-
less link. Generally, for given average received SNR and node
transmission rate, the average video reception PSNR achieved
by the proposed algorithm is higher than those of the other four
schemes.
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VI. CONCLUSION

Considering the time-varying characteristics of practical
wireless networks, we proposed a joint optimization scheme
for scalable video multirate multicast based on OR and network
coding. The proposed scheme aimed at maximizing the overall
video reception quality among all destinations over the multi-
cast period of a scalable video stream. Different from traditional
work on SVC streaming, the decision of optimal routes for SVC
layered streaming has been integrated into the joint optimization
formulation with OR. With the dynamic wireless link states ei-
ther known or predicted, the proposed scheme jointly optimized
the reception rate, routes to each destination, and time frac-
tion of maximum CTSs. We developed a distributed dynamic
cross-layer algorithm by using dual decomposition and primal-
dual update approach. Simulation results have validated signifi-
cant network multicast throughput improvement and adaptation
to dynamic network changes relative to existing optimization
schemes.
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